
Chapter 2Routing in mobile ad ho
networksIn this 
hapter the 
on
ept of routing in mobile ad ho
 networks (MANETs)is presented. In Se
tion 2.1 the 
on
ept of routing is presented. This se
tionexplains what routing is as well as when and why it is needed. Se
tion 2.2des
ribes two basi
 types of routing algorithms 
alled link state and distan
eve
tor that are assumed to be known in the following se
tions. After intro-du
ing the basi
 routing proto
ols the fo
us shifts to the area of MANETrouting. In Se
tion 2.3 a number of routing proto
ols spe
i�
ally tailored forthe MANET setting are presented.2.1 Introdu
tionRouting is the pro
ess of passing some data, hen
eforth referred to as a mes-sage, along in a network. The message originates from a sour
e host, travelsthrough some intermediate hosts and �nally ends up at the destination host.Routing is as su
h only needed when the 
ommuni
ating parties are not indire
t 
onta
t and therefore some intermediate parties, 
alled routers, areneeded to pass along the message between the sour
e and the destination.Consider a simple network su
h as the one shown in Figure 2.1. Here
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Figure 2.1: Simple routing s
enario.5



6 CHAPTER 2. ROUTING IN MOBILE AD HOC NETWORKShost A wants to send a message to host D but D is not within dire
t rangeof A, whi
h in this setting means that host A has no dire
t link to host D.To fa
ilitate the message delivery the hosts B and C are thus used as routersof the message.In this simple setting every host that a
ts as a router has only two networkinterfa
es and therefore the a
t of routing the message be
omes very simple;an in
oming message is simply retransmitted on the opposite link as it wasre
eived on until the destination is rea
hed.Routing be
omes more 
ompli
ated when the size of the network grows.In a larger network, su
h as the one shown in Figure 2.2, a lot of questionsneed to be answered when a message is to be routed:
• How do the hosts a
ting as routers know whi
h way to send the mes-sage?
• What should be done if multiple paths 
onne
t the sender and re
eiver?
• Does an answer to the message have to follow the same path as theoriginal message?

A B C Dm s g ( D )
O t h e r n e t w o r k s

Figure 2.2: A more advan
ed routing example.A simple solution would be to broad
ast every single message. This wouldmean that any message that a router re
eives is simply broad
asted on everyoutgoing link. This way all messages will rea
h their destination at somepoint. The problem with this approa
h is that it will 
reate an obs
eneamount of unne
essary tra�
 in the network, and it is thus not very s
alable.This is where routing proto
ols enter the s
ene. The responsibility of routingproto
ols is exa
tly answering the questions posed above.



2.2. BASIC ROUTING PROTOCOLS 72.2 Basi
 routing proto
olsIn this se
tion the basi
s of routing proto
ols are presented along with exam-ples of the two dominating routing algorithms: the link state (LS) approa
hand the distan
e ve
tor (DV) approa
h.A routing proto
ol must enable the 
omputers and routers to �nd a pathor route through the network. Sin
e these proto
ols must be exe
uted onma
hines it is ne
essary to �nd a way of representing the network inside ama
hine. An obvious 
hoi
e is to represent a network as a graph where therouters are the nodes of the graph and the links between them are the edges.Furthermore, the edges 
an be weighted so that some sort of 
ost metri

an be used in the path determination. This 
ost metri
 may be physi
aldistan
e, so that a link a
ross the Atlanti
 has a higher 
ost than a lo
alarea link. The link 
ost may be variable, so that the 
ost of individual links
hange to re�e
t how mu
h bandwidth is used.Using this graph representation with weighted edges a network 
an berepresented as seen in Figure 2.3. The small example shown in Figure 2.3

Figure 2.3: An network represented as a weighted graph. Routers are dis-played as 
ir
les with their names written inside, and adja
ent to the edgestheir weight (
ost) is displayed.will be used extensively in the following se
tions where the two main 
lassesof routing proto
ols are dis
ussed.The main di�eren
e between the two 
lasses of routing proto
ols iswhether or not they use global information, meaning that every router has
omplete knowledge of the network. The algorithms using global informationare often referred to as link state (LS) algorithms be
ause all nodes need tomaintain state information about all the links in the network. An example ofsu
h an algorithm is shown in Se
tion 2.2.1. An example of an algorithm thatdoes not rely on global information is the distan
e ve
tor (DV) algorithmwhi
h is des
ribed in Se
tion 2.2.2.



8 CHAPTER 2. ROUTING IN MOBILE AD HOC NETWORKS2.2.1 Link StateIn a LS algorithm all nodes and links with asso
iated weights are known toevery single node. This means that the task of �nding routes through thenetwork be
omes a simple 
ase of �nding the single-sour
e shortest path. Awell known algorithm for �nding this single-sour
e shortest path is Dijkstra'salgorithm.Dijkstra's algorithmBefore going into details with the inner workings of Dijkstra's algorithm aninformal des
ription is given that should give an intuition as to how it works.When the algorithm starts a set W is initialised to 
ontain only thesour
e node v. In every step of the algorithm the edge e with the lowest 
ost
onne
ting W with a node u /∈W is 
hosen and u is added to the set. Thisedge e is then the last edge in the shortest path from v to u. The algorithmloops for n− 1 iterations, where n is the number of nodes in the graph, andthen the shortest paths to all destinations have been found. The 
orre
tnessproof of this algorithm will not be given here, but the interested reader maytake a look at the des
ription of Dijkstra's algorithm by Cormen et al. [4,pages 597-598℄.An example of the algorithm in a
tion is shown in Figure 2.4 where the�rst two iterations are depi
ted.
(a) Initial state. (b) 1st iteration. (
) 2nd iteration.Figure 2.4: An example run of Dijkstra's algorithm on a small network.To get an idea of how Dijkstra's algorithm may be implemented a pseu-do
ode implementation is given in Pseudo
ode 2.1. This pseudo
ode is basedupon the implementation given by Cormen et al. [4, page 595℄.In the pseudo
ode W is the set of nodes to whi
h the shortest path isalready known, s is the sour
e node, D(v) is the shortest known distan
ebetween s and v, P (v) is the prede
essor of v on the shortest path from sto v and c(u, v) is the 
ost of the edge from u to v. The implementationuses a min-queue Q for storing the nodes to whi
h the shortest path has notyet been found. Inside Q the nodes are ordered by the 
urrently best known
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e to s.1 for all nodes v 6= s do2 D(v)←∞3 P (v)← nil4 D(s)← 05 W ← ∅6 for all nodes v do7 Insert(Q, v)8 while Q 6= ∅ do9 v ← Extra
t-Min(Q)10 W ←W ∪ v11 for ea
h node u adja
ent to v do12 if D(u) > D(v) + c(v, u) then13 D(u)← D(v) + c(v, u)14 Update-Key(Q,u)Pseudo
ode 2.1: Dijkstra's single-sour
e shortest path algorithm.EvaluationTo use a LS algorithm like the one des
ribed by Dijkstra, every router needsto have 
omplete knowledge of the network. This is a

omplished in pra
ti
eby letting ea
h router broad
ast the identities and 
osts of all of its outgoinglinks to all other routers in the network. Every time a link 
ost 
hanges theinformation is again broad
asted by the a�e
ted routers.It is obvious that for everything other than very small networks thiswill lead to a massive amount of 
ontrol 
ommuni
ation just to maintainthe routing tables. Furthermore, every router has to re
al
ulate its entirerouting table whenever a link 
ost has 
hanged somewhere in the network.Dijkstra's single-sour
e shortest path algorithm is known to have a runningtime of O (m + n log n), where n is the number of nodes and m is the numberof edges. This means that 
lassi
al LS routing will probably not be feasiblein networks with mobile nodes, where the topology is 
onstantly 
hanging.LS has its for
e in small stable networks, where stable means that 
hangesin link 
osts or link availability are rare. In a stable network the LS algorithmwill qui
kly enter a quies
ent state where no 
al
ulation of routes is done untilthe next 
hange in link 
ost or availability o

urs.2.2.2 Distan
e Ve
torIn DV routing no global knowledge is needed. DV proto
ols are distributedalgorithms where the shortest distan
e to any given node in the network is
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al
ulated in 
ooperation between the nodes. DV algorithms are based onthe Bellman-Ford algorithm that is des
ribed by Cormen et al. [4, page 588℄.Bellman-Ford's algorithmThe algorithm des
ribed here is in fa
t not the original Bellman-Ford algo-rithm whi
h is des
ribed by Cormen et al. sin
e that version does in fa
tuse global knowledge of the network. This is not the 
ase with the ver-sion presented here but it does build on the same prin
iples as the originalalgorithm.The algorithm is de
entralised. This means that no global knowledge isneeded before the 
al
ulation of the shortest paths 
an begin. The only infor-mation needed by ea
h node in the network is the identities of its neighboursand the 
osts of its outgoing links.Ea
h node stores a distan
e table of distan
es to known nodes. This table
ontains a 
olumn for ea
h neighbour of the node and a row for ea
h knowndestination. When a new destination is en
ountered a new row is simplyadded to this table.The algorithm works by having nodes send updates to their neighbours.An update is a message from a node v that says what the 
ost of v's shortestpath to another node u is. When a node re
eives su
h an update it updatesits distan
e table a

ordingly. If this update means that the node 
al
ulates anew shortest path to a destination it sends an update to all of its neighboursnotifying them of this 
hange. This way the information about shortestpaths spread through the network, and after a number of iterations all nodeswill know of the best paths to all other nodes. The route 
al
ulation isbootstrapped by having all nodes send updates about all of their links totheir neighbours at startup.The algorithm is formally des
ribed in Pseudo
ode 2.2 whi
h is based onthe des
ription by Kurose and Ross [13, page 288℄. The 
ode shown hereis exe
uted at all nodes in the network. In the pseudo
ode Dx(v, u) is thedistan
e to node v over u in the distan
e table of node x, and c(u, v) is the
ost of the link from u to v. Updates are written Ux(v, c) whi
h means thatthe update 
omes from x and says that v 
an be rea
hed with 
ost c.Lines 1�4 of the pseudo
ode initialises the distan
e table of the node xand in lines 5�7 the initial updates are sent to all of x's neighbours. Afterthese initial steps the algorithm enters an in�nite loop where the node waitsfor updates or link 
ost 
hanges of dire
tly 
onne
ted links.In the 
ase where an update message has arrived the single destinationthat the update refers to is updated in the distan
e table. If the 
ost of adire
tly 
onne
ted link has 
hanged the 
osts of all a�e
ted table entries areupdated.When an event has been handled, regardless of whether it was an updateor a link 
ost 
hange, it is 
he
ked whether the 
hange resulted in a new



2.2. BASIC ROUTING PROTOCOLS 111 for all neighbours v do2 Dx(v, v) = c(x, v)3 for all neighbours u 6= v do4 Dx(u, v) =∞5 for all neighbours v do6 for all neighbours u 6= v do7 Send update Ux (u,Dx(u, u)) to v8 loop forever9 Wait for 1) an update from a neighbour, or10 2) a 
hange in link 
ost to a neighbour.11 if an update Uv(u, c) has arrived then12 Dx(u, v) = c13 else if link 
ost c(x, v) has 
hanged by c.14 for all destinations u15 Dx(u, v) = Dx(u, v) + c16 if a new shortest path Dx(u, v) has been found then17 for all neighbours z do18 Send update Ux (u,Dx(u, v)) to zPseudo
ode 2.2: Bellman-Ford's single-sour
e shortest path algorithm.shortest path to some destination. If su
h new minimums are found updatesare sent to all neighbours.An example run of the algorithm on the network from Figure 2.3 
an beseen in Figure 2.5 In this example node A's view of the network togetherwith its distan
e table is shown. In (a) the initial state before any updatesare re
eived is depi
ted. In (b) node A has re
eived the initial updates fromboth B and E whi
h has added C and D to its distan
e table. Finally in (
)A has re
eived an update from E saying that it 
an rea
h C with 
ost 2 andthe shortest path to C is thus updated. At (
) node A has entered into thequies
ent state and now has 
omplete knowledge of the network until a link
ost 
hanges somewhere.EvaluationIn a stable network, where 
hanges in link 
ost and availability are few andfar between, the DV algorithm will qui
kly enter into a quies
ent state whereno 
ontrol messages are sent, just like it was the 
ase for the LS algorithm.But, in 
ontrast to the LS algorithm, DV also handles mobile networks verywell.DV proto
ols do not need global knowledge whi
h is an advantage in mo-bile environments. Furthermore, sin
e updates are only sent to the neigh-bours of a node, the amount of 
ontrol tra�
 generated in DV routing islower than in LS routing. Also DV does not re
ompute the entire routing
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(a) Initial state. (b) 1st iteration. (
) 2nd iteration
DA B EB 5 ∞E ∞ 2 DA B EB 5 4C 6 ∞D 8 3E 7 2 DA B EB 5 4C 6 4D 8 3E 7 2Figure 2.5: An example of distan
e ve
tor routing. Node A has been 
hosenas sour
e and the �gure thus shows A's view of the network. Under ea
h�gure the distan
e table of node A at that time is displayed.table every time a link 
ost 
hanges, and this is a big advantage on small,resour
e 
onstrained devi
es like the mobile nodes.There is a problem with the DV algorithm as it is des
ribed here, andthat is the 
ount-to-in�nity problem. This problem o

urs when a link 
ostin
reases. The problem is that, unless some a
tion is taken to prevent it,a route may pass twi
e through the same node for a while. This 
an beprevented by using te
hniques like poisoned reverse or split-horizon.2.3 MANET routing proto
olsThe routing proto
ols des
ribed in Se
tion 2.2 were designed to operate innetwork environments su
h as the wired Internet or lo
al area networks.Su
h networks are fairly stable, meaning that 
hanges in link availabilityand 
ost are rare. This is not the 
ase in MANETs where possibly allnodes, in
luding the sender and re
eiver, are mobile and may be movingduring 
ommuni
ation. This high level of mobility leads to a need for spe
ialpurpose routing proto
ols that take the 
ontinually 
hanging topology of thenetwork into 
onsideration.In order to know what to fo
us on when de�ning proto
ols for MANETsit is important to identify the 
hara
teristi
s of these networks. MANETstypi
ally 
onsist of resour
e-poor, energy 
onstrained devi
es with limitedbandwidth and high error rates. These properties 
ombined with the missinginfrastru
ture and the high mobility of the nodes mean that, a

ording toBelding-Royer [2℄, the fo
us should be on the following properties:
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• Minimal 
ontrol overhead. Be
ause of the limited energy and band-width of the mobile devi
es it is very important to minimise the amountof unne
essary tra�
 that �ows through the network. Control messagesused for routing information 
onsume bandwidth, pro
essing power andenergy and should therefore be kept at a minimum.
• Minimal pro
essing overhead. The mobile devi
es in MANETsare as mentioned typi
ally resour
e-poor and as su
h do not have verylarge pro
essors. This means, that it is not feasible to use routingalgorithms that are 
omputationally 
omplex on these small devi
es.Complex algorithms require large amounts of CPU 
y
les to exe
utewhi
h exhausts the energy of the devi
es.
• Multihop routing 
apability. Be
ause of the missing infrastru
turenodes in MANETs must a
t as routers of messages when the senderand re
ipient are not within dire
t transmission range of ea
h other.
• Dynami
 topology maintenan
e. The high mobility of the nodesin a MANET makes it essential that the routing proto
ols are able toqui
kly adapt to the rapidly 
hanging topology of the network. Fur-thermore, this topology maintenan
e must be done with a minimumof overhead, i.e. using a minimum of 
ontrol messages.
• Loop prevention. As it is the 
ase for all routing proto
ols, loopsmust be prevented at all 
osts. Loops are espe
ially destru
tive ina MANET setting, sin
e bandwidth is s
ar
e and pa
ket pro
essingand forwarding are expensive. Loops in MANETs are thus extremelywasteful of already s
ar
e resour
es.With these design goals in mind a number of routing proto
ols spe
i�
allytailored for MANETs have been 
reated. These MANET routing proto
olsare typi
ally divided up into pro-a
tive and re-a
tive proto
ols.In a pro-a
tive routing s
heme every node maintains a routing table ofroutes to all other nodes in the network. This routing table is updatedwhenever a 
hange o

urs in the network. This means, that when a nodeneeds to send a message to another node, it already has a route to thatnode in its routing table. Two examples of pro-a
tive routing proto
ols aredes
ribed here. These have been 
hosen be
ause they are representative ofthe area of pro-a
tive MANET routing and be
ause most other pro-a
tiveapproa
hes are based on these two proto
ols. The �rst is a distan
e ve
torproto
ol 
alled the destination-sequen
ed distan
e ve
tor (DSDV) proto
ol.DSDV is des
ribed in Se
tion 2.3.2. The se
ond pro-a
tive proto
ol des
ribedhere is a LS proto
ol whi
h is 
alled the optimised link state routing (OLSR)proto
ol. OLSR is presented in Se
tion 2.3.3.Re-a
tive routing proto
ols, also 
alled on-demand routing proto
ols, donot maintain routing tables at all times. In a re-a
tive routing s
heme a route
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overed when it is needed, i.e. when the sour
e hassome data to send. Two examples of re-a
tive routing proto
ols are presentedhere beginning with a des
ription of a distan
e ve
tor proto
ol 
alled the adho
 on demand distan
e ve
tor (AODV) proto
ol in Se
tion 2.3.4. AfterAODV 
omes a des
ription of the dynami
 sour
e routing (DSR) proto
ol inSe
tion 2.3.5. Again these have been 
hosen be
ause they are representativeof the area of re-a
tive MANET routing.Some proto
ols utilise both pro- and re-a
tive routing. One of thesehybrid proto
ols is the zone routing proto
ol (ZRP) whi
h is brie�y des
ribedin Se
tion 2.3.6.Before going into details about the di�erent MANET routing proto
olsone of the basi
 
on
epts of MANET routing is presented in Se
tion 2.3.1.What is presented here is the neighbourhood dis
overy me
hanism that isused in most MANET routing proto
ols.2.3.1 Lo
al 
onne
tivity managementOne thing that most MANET proto
ols have in 
ommon is that they needto have some sort of me
hanism that will allow the dis
overy of neighboursin the network. In a MANET setting a neighbour is a node whi
h is withinbroad
ast range, i.e. a node that 
an be rea
hed in a single hop.Neighbour dis
overy is normally done by having the nodes periodi
allybroad
ast 
ontrol messages; sometimes 
alled HELLO messages. These HELLOmessages are not relayed by the re
eiving nodes, and therefore only the nodeswithin transmission range of the sending node will re
eive these messages.A HELLO message 
ontains information about the neighbours known tothe sending node. For ea
h neighbour listed in the message it is also listedwhether the link to that neighbour is known to be uni- or bi-dire
tional.When a node x re
eives a HELLO message from another node y it adds
y to its neighbour table (if it does not already exist). Then, based on theinformation found in the HELLO message, the link to y is marked as eitheruni- of bi-dire
tional:
• If the HELLO message 
ontains an entry for x the link between x and

y must be bi-dire
tional. x thus updates its neighbour table with thatinformation.
• Otherwise x marks the entry for y as uni-dire
tional.In any subsequent HELLO message sent by x this new information that hasbeen re
orded about node y is in
luded.Besides fa
ilitating the neighbourhood dis
overy pro
edure the HELLOmessages often also 
ontain additional information needed for the routingproto
ol to fun
tion. This is proto
ol spe
i�
 and 
an therefore not bedes
ribed here.
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ed Distan
e Ve
torThe following des
ription of the destination-sequen
ed distan
e ve
tor DSDVproto
ol is based on the original arti
le by Perkins and Bhagwat [15℄.To make distan
e ve
tor routing more attra
tive in a MANET settingDSDV adds some optimisations to the original distributed Bellman-Fordalgorithm that was des
ribed in Se
tion 2.2.2.The main optimisation is, as the name hints at, the addition of sequen
enumbers in the routing information. Using these sequen
e numbers DSDVmakes sure that no routing loops 
an o

ur in the network. This was oneof the important design goals of MANET proto
ols that were listed in Se
-tion 2.3.Using sequen
e numbersThe are a number of rules as to how the sequen
e numbers are handled inDSDV.Ea
h node maintains a 
ounter that represents its 
urrent sequen
e num-ber. This 
ounter starts at zero and is in
remented by two whenever it isupdated. This means that a sequen
e number set by the node itself willalways be an even number. The sequen
e number of a node is propagatedthrough the network in the update messages that are sent to the node's neigh-bours. Every time an update message is sent the sending node in
rementsits sequen
e number and pre�xes this to the message.When a node re
eives an update message it thus re
eives the 
urrentsequen
e number of the sending node. This information is stored in there
eiving nodes route table and is passed further along in the network in anysubsequent update messages sent regarding routes to that destination. Thisway the sequen
e number set by the destination node is stamped on everyroute to that node. Hen
e the name destination-sequen
ed distan
e ve
torproto
ol.Using sequen
e numbers an update message 
ontains the following ele-ments for ea
h route: A destination node, a 
ost of the route, a next-hopnode, and the latest known destination sequen
e number. When an updateto a route to destination node x arrives the following rules apply:
• If the sequen
e number of the updated route is higher (i.e. more re
ent)than the one 
urrently stored in the route table the updated route is
hosen.
• If the sequen
e numbers are the same the route with the lowest 
ost is
hosen.Neighbours monitor ea
h other to see if any links break (e.g. when neigh-bouring nodes move out of transmission range). When su
h a link break
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overs the breakage sends an update to its neigh-bours stating that the 
ost to the node that has disappeared is now ∞.The destination sequen
e number in this update is set to be the last knownsequen
e number plus one. The sequen
e number is thus an odd numberwhenever a node dis
overs a link breakage. That only one is added to thesequen
e number means that any following updates sent by the disappearednode will automati
ally supersede this sequen
e number.Following these simple rules is enough to make the DSDV proto
ol loopfree. The 
omplete proof will not be presented here but the interested readeris referred to the arti
le by Perkins and Bhagwat [15℄. To gain some intuitionas to why the sequen
e numbers make DSDV loop free 
onsider how the se-quen
e numbers are distributed throughout the network. Sequen
e numbersare 
hanged in the following two ways:1. When a link breaks. In this 
ase the sequen
e number is 
hangedby a neighbouring node. Link breakage 
an not form a loop though forobvious reasons so this will not be dis
ussed further.2. When a node sends an update message. Here the node 
hanges itsown sequen
e number and sends information about it to its neighbours.These neighbours pass this information on to their neighbours and soon.Looking at the se
ond 
ase it 
an be seen that the updates of sequen
enumbers propagates through the network in a way su
h that the 
loser youget to a given node to more re
ent the last known sequen
e number of thatnode is. This means that, on a path from a node y to a destination node
x, the nodes in the shortest path route will form an in
reasing sequen
e ofsequen
e numbers. When routes are updated the route with the most re
entsequen
e number will always be sele
ted whi
h in turn means that a next-hopnode that is 
loser to the destination is always 
hosen. When the next-hopis always 
loser to the destination node no loop 
an be formed.Sending updatesSome further optimisations to improve the performan
e of the proto
ol in aMANET setting are done in the way that update messages are sent whenroutes 
hange. Remember from Se
tion 2.2.2 that a DV proto
ol builds itsrouting tables by ex
hanging update messages between neighbours. Thereare two types of updates that are sent in DSDV; full and in
remental up-dates. Full updates, whi
h 
ontain information about all routes known by thesending node, are sent relatively infrequently. In
remental updates, whi
h
ontain only those routes that have 
hanged sin
e the last full update, aresent regularly at some set interval.By splitting the updates up into full and in
remental instead of justsending the entire routing table in ea
h message a lot of 
ontrol tra�
 is
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ontains a number of rules as to when updates are sent.These rules are presented here:
• Full updates are sent in some relatively large interval.
• In
remental updates are sent frequently.
• Full updates are allowed to use multiple network proto
ol data units(NPDUs) whereas in
remental updates may only use a single NPDU.When there are too many in
remental 
hanges to �t inside a singleNPDU a full update is sent instead.
• When an update to a route is re
eived di�erent a
tions are taken de-pending on what kind of information it 
ontains.� If a route to a previously unknown node is re
eived this informa-tion is s
heduled for immediate update - meaning that an in
re-mental update is sent as soon as possible.� If a route to a known node is improved (i.e. has a lower 
ost)this information is s
heduled to be sent in the next in
rementalupdate.� If a route to a known host has a more re
ent sequen
e number butan unaltered 
ost this update is s
heduled to be sent in the nextin
remental update if there is enough room in the single NPDUthat the in
remental update must stay within.By prioritising the information that goes into updates in this way theDSDV proto
ol tries to postpone the sending of full updates.The proto
ol as des
ribed so far has one big problem and that is routing�u
tuations. Be
ause routes are sele
ted based on both their 
ost and theirsequen
e number a s
enario where a node repeatedly swit
hes between a
ouple of routes 
ould easily o

ur. Consider for example a s
enario as theone seen in Figure 2.6.

Figure 2.6: Routing �u
tuations in DSDV.
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louds in the �gure symbolise a 
luster of nodes. Node x has tworoutes to y that goes through either u or v. When y sends updates, andtherefore 
hanges its sequen
e number, these updates have to propagatethrough c1 and c2 respe
tively before they hit v and u. Assume that thepath from x to y through v is more expensive than the path through u.Furthermore assume that x always re
eives information about the updatedsequen
e number of y from node v �rst. Now x sele
ts the route through vand s
hedules this update to be sent in the next in
remental update. Thenthe update message from u arrives with the same sequen
e number and abetter 
ost and this new route is 
hosen and advertised. This 
an go onforever 
reating an ex
essive amount of 
ontrol tra�
.The �u
tuation problem is solved in DSDV by introdu
ing delays in thepropagation of routing information. If the 
ost to a destination 
hangesthis information is s
heduled for advertisement at a time depending on theaverage settling time for that destination.If this approa
h was used in Figure 2.6 the update re
eived from v wouldnever be advertised by x be
ause the update from u would have invalidatedit.2.3.3 Optimised Link State RoutingOptimised link state routing (OLSR) was �rst des
ribed in the arti
le byJa
quet et al. [10℄.OLSR is, as the name implies, a link state routing proto
ol. It hasbeen spe
i�
ally designed to be e�e
tive in an environment with a densepopulation of mobile devi
es that 
ommuni
ate frequently with ea
h other.The optimisation introdu
ed by OLSR is the introdu
tion of the multipoint relay (MPR) set. The MPR set is a subset of one-hop neighbours of anode that is used for routing the messages of that node. The nodes in theMPR set are 
alled MPR sele
tors.The Multipoint Relay SetThe MPR set is sele
ted independently by ea
h node as a subset of its neigh-bouring nodes. The MPR set is sele
ted among the neighbour nodes in su
ha manner that the set 
overs all the nodes that are two hops away. This isillustrated in Figure 2.7.The MPR set does not have to be optimal; i.e. the set does not have to
ontain the minimum number of nodes needed to 
over all two-hop neigh-bours.Ea
h node stores a list of its one-hop neighbours and a list of its two-hopneighbours. This information is 
olle
ted from the HELLO messages that allnodes periodi
ally broad
ast to their one-hop neighbours. A HELLO message
ontains information about the one-hop neighbours of the sending node and
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Figure 2.7: An example of a multipoint relay set. Ea
h node in the networkis labelled with its distan
e from the sour
e node. The dashed 
ir
les showthe range of the sour
e node and of the nodes in the MPR set.based on this information every node 
an gain information about all of itsone- and two-hop neighbours. With this information in hand 
al
ulating theMPR set 
an be done by exe
uting the following simple algorithm:1. Insert the one-hop neighbours into a max-heap ordered by the numberof two-hop neighbours that they 
over.2. Sort the list of two-hop neighbours ordered by some unique identi�er(e.g address).3. Repeatedly do:(a) Extra
t the max element m from the heap and insert it into theMPR set.(b) Mark the set s of two-hop nodes that are 
overed by m as 
overed.(
) De
rease the keys of all nodes in the heap that have neighboursamong the nodes in s.until all two-hop nodes are 
overed.Routing with the MPR setThe HELLO messages are used to build the list of one and two-hop neighbourswhi
h are used to 
ompute the MPR set. These message are only broad
astedto one-hop neighbours, and as su
h they are not enough to 
reate a routingtable for the entire network. A di�erent kind of 
ontrol message is needed tosend routing information through the network. This is the topology 
ontrol(TC) message.



20 CHAPTER 2. ROUTING IN MOBILE AD HOC NETWORKSTC messages are sent periodi
ally to all nodes in the network. Ea
h su
hmessage 
ontains a list of neighbours that have sele
ted the sending node as aMPR sele
tor. When the TC message is sent the sending node broad
asts itto its one-hop neighbours but only the nodes that are in the MPR set of thesending node rebroad
ast the message. This pro
ess goes on until the entirenetwork has been �ooded. Sin
e the MPR set 
overs the two-hop nodes ofthe sending node all two-hop nodes will be rea
hed; and by re
ursion it istrivial to see that all nodes will re
eive the TC message.When a node re
eives these TC messages it 
al
ulates its routing tablein a way similar to the LS algorithm that is des
ribed in Se
tion 2.2.1.What remains to be shown is that even though a node only sends in-formation about those neighbours that have sele
ted it as an MPR sele
torthe entire network is still 
overed. Again, as it was the 
ase for the TCmessages, it is trivial to see that this is the 
ase be
ause of the way that theMPR set has been sele
ted. The MPR sele
tors 
over the entire network andsin
e information about these nodes is used in the routing tables routes toall destinations are available.EvaluationUsing the MPR sets to route information through the network saves a lotof unne
essary tra�
. Consider a TC message: When su
h a message isbroad
asted throughout the network only the MPR sele
tors of the sendingnode rebroad
ast the message. Sin
e the MPR nodes 
over the network themessage will rea
h all nodes. That only MPR nodes rebroad
ast the messagesaves a lot of dupli
ate tra�
 that would be generated in a regular network�ooding.Furthermore the 
ontrol messages are smaller than in the regular linkstate proto
ol, sin
e only information about MPR sele
tors is in
luded inthe TC messages.OLSR is 
omputationally demanding for the individual nodes espe
iallyin an environment with a high level of mobility. Ea
h node has to 
omputeboth its MPR set and routing table upon 
hanges in the topology. Both ofthese operations are demanding; the MPR set 
al
ulation is a O
(

n2
1 log n1

)operation where n1 is the number of one-hop neighbours. The 
al
ulationof the routing table is a O (m + n log n) where n is the number of MPRsele
tors and m is the number of edges 
onne
ting these MPR sele
tors.Be
ause of the high 
ost of maintaining the routing information in OLSRthis proto
ol is only usable in environments with a dense population of nodesthat 
ommuni
ate frequently. In su
h an environment the high maintenan
e
ost will be outweighed by the advantage of having routing information im-mediately available.
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 On-Demand Distan
e Ve
torThe ad ho
 on demand distan
e ve
tor (AODV) proto
ol is a re-a
tive rout-ing proto
ol, meaning that routes are a
quired when they are needed. Thefollowing des
ription of AODV is based on the original arti
le by Perkinsand Royer [16℄.The following des
ription of AODV assumes that only symmetri
al linksare used. To ensure that this is the 
ase a neighbourhood dis
overy me
ha-nism like the one des
ribed in Se
tion 2.3.1 is used.AODV uses, like DSDV, destination sequen
e numbers to avoid routingloops.Path dis
overyWhen a node needs to send some data to another node in a re-a
tive routingproto
ol a path dis
overy me
hanism is triggered. How this path dis
overyis done in AODV is des
ribed here.When a node x needs to send some data to another node y, that it doesnot already have a route for, it sends a route request (RREQ) message to itsneighbours. The RREQ 
ontains the following information:
• Sour
e address: The address of the node that initiated the RREQ.
• Sour
e seq. no.: The 
urrent sequen
e number of the sour
e node.
• Broad
ast id : A unique id of the 
urrent RREQ. This 
ounter isin
remented every time a RREQ is sent.
• Destination addr.: The address of the node that the sour
e wishes toestablish a route to.
• Destination seq. no.: The last known sequen
e number of the destina-tion node.
• Hop 
ount : The number of hops traversed so far. This 
ounter isin
remented by ea
h intermediate node when forwarding the RREQ.The pair <sour
e address, broad
ast id> uniquely identi�es a RREQ.Whenever a node re
eives a RREQ, it 
an thus 
he
k to see if it has alreadyseen it before and in that 
ase the dupli
ate RREQ is simply dis
arded.When a node re
eives a RREQ message from one of its neighbours it 
antake one of two a
tions. If the re
eiving node has a path to the destinationnode in its routing table, and if that path has a sequen
e number equal toor greater than the destination sequen
e number of the RREQ, it respondsto the RREQ by sending a route reply (RREP) message ba
k to the sour
e.If, on the other hand, it does not have a re
ent route to the destination, itbroad
asts the RREQ to its neighbours with the hop 
ount in
reased by one.



22 CHAPTER 2. ROUTING IN MOBILE AD HOC NETWORKSThis is illustrated in Figure 2.8. In this �gure, the sour
e node S wantsto dis
over a route to the destination node D. Three pie
es of informationare shown for ea
h RREQ in the �gure; the sour
e address, the destinationsequen
e number and the hop 
ount. It 
an be seen that only the hop 
ountis altered as the message is forwarded through the network.Eventually the RREQ arrives at node X who has a re
ent route to D(in fa
t D is one of its neighbours). X will then send a RREP ba
k to S toinform it of the dis
overed route.
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Figure 2.8: Propagation of route request (RREQ) messages through a net-work.When the intermediate nodes re
eive the RREQ message they re
ordthe address of the neighbour from whom they re
eived the message. In thisway the intermediate nodes form a reverse path that 
an be used to routea potential RREP ba
k to the sour
e node. This propagation of the RREPmessage is shown in Figure 2.9.
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Figure 2.9: Propagation of a route reply (RREP) message through a network.A RREP message 
ontains the sour
e and destination address, the desti-nation sequen
e number, the total number of hops from sour
e to destination,



2.3. MANET ROUTING PROTOCOLS 23and a lifetime value for the route.In the example presented here only a single RREP message is sent ba
k tothe sour
e. It is possible though, that multiple replies are sent. In this 
asean intermediate node forwards the �rst RREP it re
eives, and any followingRREP messages that it re
eives are only forwarded if: 1) they have a higherdestination sequen
e number, or 2) they have the same sequen
e number buta lower hop 
ount.When the RREP is send ba
k to the sour
e the intermediate nodes re
ordwhi
h node they re
eive it from and in this way they build a forward pathfrom the sour
e to the destination. This path is then used to route the dataalong.EvaluationAODV is designed with all of the goals mentioned in Se
tion 2.3 in mind. Ittries to minimise the 
ontrol tra�
 �owing through the network by havingnodes only maintain a
tive routes. The pro
essing overhead is also verysmall sin
e the only a
tions ever done by a node are simple table lookupsand updates. And, �nally, loops are prevented by using the same te
hniqueas in DSDV.The amount of 
ontrol tra�
 �owing through the network is minimisedby avoiding the system-wide broad
asts of entire routing tables. In DSDVsystem-wide broad
asts are sent when a 
hange o

urs, to enable all nodesto 
ompute routes to all other nodes. This amounts to a 
ontrol messageoverhead that grows as O
(

n2
) where n is the amount of nodes in the network.This overhead is avoided in AODV by using the dis
overy me
hanism thatwas des
ribed, and by only maintaining a
tive routes in the network. Inthis respe
t every forward route entry has an asso
iated timeout, and if nodata has �owed through the route within the timeout period the route isdis
arded.Avoiding the system-wide broad
asts when maintaining the route tableseems like a good idea, but it 
omes at the 
ost of having to do system-wide broad
asts, when a new route must be dis
overed. As 
ould be seen inFigure 2.8, the RREQ message is heavily repli
ated in the network beforea proper route is found. These RREQ messages are a lot smaller than therouting tables that are broad
asted in DSDV, but in some usage s
enarios,the path �nding me
hanism may also be very 
ostly.It is possible to redu
e the overhead involved when sending RREQ mes-sages by using an expanding ring te
hnique. Using the expanding ring te
h-nique a RREQ message is initially only forwarded a small number of hopsby setting a low time-to-live (TTL) value on the message. If no route isfound in this way, the TTL is in
reased and the RREQ is sent again. If thedestination is relatively 
lose to the sour
e, this will save a large amount of
ontrol tra�
. If, on the other hand, the destination node is far away, the
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hnique is even more 
ostly than the standard system-widebroad
ast.2.3.5 Dynami
 Sour
e RoutingThis des
ription of the dynami
 sour
e routing (DSR) proto
ol is based onthe arti
le by Johnson and Maltz in [11℄.DSR is an on-demand routing proto
ol just like AODV. It uses a pathdis
overy me
hanism for lo
ating routes through the network mu
h like theone that is used in AODV. The main di�eren
e between AODV and DSR isthe fa
t that DSR is a sour
e routing proto
ol.Sour
e routing is a routing te
hnique, where every message 
ontains aheader des
ribing the entire path that the message must follow. When anode re
eives su
h a message, it 
he
ks whether it is the destination node,and if not, forwards the message to the next node in the given path.Using this te
hnique, there is no need for intermediate nodes to keep anystate about an a
tive route, as it was the 
ase in the AODV proto
ol.This proto
ol does not assume symmetri
al links and 
an a
tually utiliseuni-dire
tional links. This means, as will be shown shortly, that the proto
olmay 
hoose one route for sending messages from A to B and a di�erent routefor sending from B to A.Path dis
overyThe dis
overy me
hanism of DSR is mu
h the same as for AODV. Thesour
e node sends a route request (RREQ) message to all of its neighboursand these neighbours forward the message until a route is found.The RREQ initially 
ontains only the sour
e and destination address anda request id. The pair <sour
e address, request id> uniquely de�nes a RREQand this is used by intermediate nodes to avoid forwarding RREQ messages,that have already been handled. When an intermediate node re
eives aRREQ, it does the following: If it has no route to the destination it appendsitself to the list of nodes in the RREQ, and then forwards the RREQ to itsneighbours. If it does have a route to the destination, it appends this routeto the list of nodes in the RREQ and sends a route reply (RREP) ba
k tothe sour
e. The propagation of RREQ messages throughout the network isshown in Figure 2.10.Remembering how the propagation of RREQ messages looked in AODV(Figure 2.8) it 
an be seen that the exa
t same number of messages aresent when using DSR. And furthermore these messages �ow along the samepaths.When a node is ready to send a RREP message ba
k to the sour
e nodeit 
an do one of three things: 1) If it already has a route to the sour
e node it
an send the RREP along this path, 2) It 
an reverse the route in the RREP
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Figure 2.10: Propagation of route request (RREQ) messages throughout thenetwork.and try to send it along this path or 3) It may initiate a new RREQ to �nd aroute to the sour
e. Only the se
ond of these approa
hes assume that linksare symmetri
al and if this operation fails the third approa
h 
an be usedas a fallba
k. Looking 
losely at the third approa
h a loop 
an be identi�ed;an endless sequen
e of RREQ messages will be sent between the sour
e anddestination hosts unless something is done. That something is simply thatthe RREP message is piggy-ba
ked on the se
ond RREQ message. This waythe re
eiver of this RREQ message will be given a path to use when returningthe reply.The route 
a
heThere is no a
tual route table in DSR. Instead, DSR uses a route 
a
he of
urrently known routes. This route 
a
he of a node is in e�e
t a tree rootedat the node.The route 
a
he 
an 
ontain multiple routes to a single destination. Thismeans that when an error o

urs that invalidates a link in the tree, theremay still exist a valid route around this link for the destinations that werepreviously rea
hed through the lost link.Be
ause of the tree stru
ture of the route 
a
he it 
an be representedusing O
(

n2
) storage in the worst 
ase, where n is the number of nodes inthe network. It is not ne
essary through to use O

(

n2
) storage for the route
a
he, and in all pra
ti
al implementations some upper limit on the size ofthe 
a
he will be set. This upper limit must allow for the possibility, that aroute may use all nodes in the network, whi
h gives a storage 
omplexity of

O (n).
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uous mode operationDSR is the �rst of the proto
ols presented here that take advantage of thefa
t that wireless devi
es 
an overhear messages that are not addressed tothem. Consider for example Figure 2.11. In this �gure A sends a message to
C, but be
ause of the broad
ast nature of the medium, B is able to overhearthe message.

A C

B

MessageFigure 2.11: Promis
uous mode operation.Having nodes overhear messages that are not addressed to them is 
alledpromis
uous mode operation.Promis
uous mode operation is not required for DSR to work, but it doesimprove the proto
ol quite a bit. There are a number of optimisations tothe proto
ol that use promis
uous mode operation and some of these arepresented here.One thing that promis
uous mode operation 
an be used for is to dopassive a
knowledgements. To dis
over link failures, e.g. when two nodeson a path moves out of transmission range, some sort of a
knowledgementme
hanism must be used. This is usually done by using link-layer a
knowl-edgements but if su
h a fun
tionality is not available, other means must beused. A passive a
knowledgement is when a host, after sending a message tothe next hop host in a path, overhears that the re
eiving host is transmit-ting the message again. This 
an be taken a sign, that the host has in fa
tre
eived the message and is now in the pro
ess of forwarding it towards thenext hop.Another optimisation that promis
uous mode o�ers is the possibility fora host to overhear the messages sent to its neighbours. This 
an be used in anumber of ways. For example, a host that overhears a message may add theroute of the message to its route 
a
he. The overheard message may also bean error message in whi
h 
ase the host 
an 
orre
t its route 
a
he to re�e
tthe topology 
hanges.Overhearing messages may also be used for route shortening. Take thefollowing example: A route 
ontains the nodes A, B and C in that order.When A forwards a message to B, C overhears this message. C thus �ndsout that the route 
an be shortened by skipping node B (i.e. sending themessage dire
tly from A to C) and it noti�es the sour
e of the message bysending it an unsoli
ited RREP message with this new path.



2.3. MANET ROUTING PROTOCOLS 27EvaluationLike AODV the DSR proto
ol only maintains a
tive routes, i.e. routes thathave been used within some prede�ned timeout period. The number of
ontrol messages used to maintain these routes are kept low by using some ofthe same optimisations as in AODV; dupli
ate RREQmessages are dis
ardedand intermediate nodes 
an respond to route requests, if they have a route tothe destination. The route dis
overy me
hanism 
an also easily be extendedby using some variant of the expanding ring algorithm. Furthermore, usingpromis
uous mode operation, the route 
a
he 
an be kept up to date to tryand minimise the length that a RREQ message must travel.The storage overhead of DSR is O (n). The only thing, that a node has tostore is the route 
a
he and information about the re
ently re
eived RREQmessages. It has already been argued that the route 
a
he is kept within
O (n). The list of re
ently seen RREQ messages 
an be kept at a 
onstantsize O (1) by simply dis
arding the information in FIFO order.The pro
essing overhead of DSR is also fairly small sin
e the size of theroute 
a
he is only O (n). This means that the maintenan
e of the route
a
he 
an be done 
heaply.Loops are avoided easily in sour
e routing by having nodes 
he
k whetherthey themselves are a part of the 
urrent path before forwarding a RREQmessage. If the node is already a part of the path the RREQ is dis
ardedsin
e forwarding it would 
reate a routing loop.2.3.6 Zone Routing Proto
olThe zone routing proto
ol (ZRP) is a hybrid proto
ol; it uses both pro-a
tive and re-a
tive routing s
hemes. This proto
ol is des
ribed in detail inthe arti
le by Pearlman and Haas [14℄.In ZRP ea
h node de�nes a zone 
onsisting of all of its n-hop neighbourswhere n may be varied. Within the zone the node pro-a
tively maintains arouting table of routes to all other nodes in the zone. This is done using theintrazone routing proto
ol, whi
h is a LS based proto
ol.When sending messages between nodes in the zone the zone routing tablemay thus be utilised. But when a node needs to send a message to a nodeoutside of the zone a re-a
tive interzone routing s
heme is used. The re-a
tiverouting done in ZRP uses a 
on
ept 
alled border
asting. Border
asting worksin the following way: The sour
e node sends a route request (
orrespondingto the RREQ messages used in the previous se
tions) to all of the nodes onthe border of its zone. These nodes are the ones in the zone whose minimumdistan
e to the sour
e node is the zone radius. Ea
h border node then 
he
ksto see if the destination resides within its zone; if it does it sends a route replyba
k to the sour
e node and otherwise it forwards the request to its bordernodes thus propagating the query throughout the network. An example of
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Figure 2.12: Route dis
overy in ZRP. This example shows how border
astingis used to re-a
tively �nd a route from sour
e node S to destination node D.In this example the zone radius is set to two hops. This is probablyunrealisti
 in a real world setting, but the low radius has been 
hosen tomake the �gure more simple. Node S initially sends a route request messageto the nodes marked B1. These nodes forward the message to the nodesmarked B2 and in this level the node D is rea
hed.EvaluationUsing border
asting saves a lot of 
ontrol tra�
 when doing route dis
overy
ompared to the other re-a
tive proto
ols. This is be
ause the RREQ mes-sages are sent only to the border nodes of every zone that it rea
hes. Usingthis border
ast strategy 
omes at the 
ost of having to use more 
ontrolmessages within the limited range of the zones.ZRP has a storage 
omplexity of O(n2), where n is the number of neigh-bours within the zone, and be
ause the intrazone routing proto
ol is LSbased it has the O (m + n log n) running time where m is the number ofedges 
onne
ting the n nodes in the zone. In dense MANET s
enarios thiswill lead to a very large route 
omputation overhead and ZRP will thus notbe feasible in su
h networks.



Chapter 3Energy e�
ient MANETroutingThe previous 
hapter was 
on
erned with the general 
on
ept of routingtra�
 through a mobile ad ho
 network (MANET), and a number of routingte
hniques and proto
ols were presented. The proto
ols presented in theprevious 
hapter were 
hosen be
ause they are representative of the �eldof routing in MANETs, and be
ause they 
olle
tively represent the three
ommon approa
hes towards routing in MANETs: pro-a
tive routing, re-a
tive routing and hybrid approa
hes.None of the proto
ols presented in Chapter 2 were spe
i�
ally designedto be energy e�
ient though. They all try to minimise the amount of 
on-trol tra�
 that �ows throughout the network, whi
h of 
ourse saves energysin
e transmitting messages 
onsume energy at both the sending and there
eiving hosts, but this is done primarily to avoid wasting bandwidth andthe proto
ols as su
h are not optimised towards energy e�
ien
y.Energy e�
ien
y, on the other hand, is the fo
us of this 
hapter. Here thegeneral 
on
ept of energy e�
ient MANET routing is presented and someproto
ol proposals are dis
ussed.3.1 Introdu
tion to energy e�
ient routingThere are two main approa
hes towards energy e�
ien
y in MANET routingand they are the power-save approa
h and the power-
ontrol approa
h.The power-save approa
h is 
on
erned with sleep states. In a power-saveproto
ol the mobile nodes utilise that their network interfa
es 
an enter intoa sleep state where less energy is 
onsumed. The power-save approa
h isdes
ribed in Se
tion 3.3.In the power-
ontrol approa
h no sleep states are utilised. Instead thepower used when transmitting data is varied; whi
h also varies the trans-mission range of the nodes. There is some energy to be saved by using the29
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ontrol approa
h but the real sour
e of energy waste in most mobilead ho
 networks (MANETs) is idle time energy usage, i.e. the energy spentwhen a node is idle but not sleeping. Be
ause of this observation only thepower-save approa
h will be 
onsidered in this thesis. The power-
ontrolapproa
h is still interesting though, and 
ould be used as a 
omplement tothe power-save approa
h, and it is therefore des
ribed shortly in Se
tion 3.2.When talking about energy e�
ien
y one must also de�ne what the goalof this energy e�
ien
y is, i.e. whi
h lifetime is it that the proto
ol tries tomaximise? One approa
h is to maximise the lifetime of the entire network. Insu
h a s
heme stronger nodes, i.e. nodes that have a longer battery lifetime,may be asked to do a lot of the heavy lifting. This means that these nodesdeplete their energy resour
es faster than they would normally, but this isdone to in
rease the overall lifetime of the network. Another approa
h isto use minimum energy routing where the proto
ol tries to always use theroute that uses the minimum amount of energy. This approa
h does notfavour any spe
i�
 nodes and the lifetime of the network as a whole is notmaximised. In this thesis the weight is on proto
ols that try to optimise theoverall network lifetime.Some energy e�
ient proto
ols, power-save and power-
ontrol alike, usethe physi
al position of the nodes to make their routing de
isions. Theseproto
ols generally assume that there is some sort of positioning me
hanismavailable, su
h as for example a global positioning system (GPS) unit. Inthis thesis it will not be assumed that nodes have positioning devi
es. Workis being done on some positioning s
hemes that use only information fromthe IEEE 802.11 (wi-�) interfa
e. One example is the positioning s
hemedeveloped by Pla
e Lab (http://pla
elab.org). This would make it possibleto use the position aware routing algorithms on devi
es with no GPS unit.There seems to be some problems with these positioning s
hemes though. Forexample the approa
h taken by Pla
e Lab assumes that there are stati
allypositioned devi
es, su
h as wireless a

ess points, in the network at all times.This is not the 
ase in the general MANET setting and therefore the Pla
eLab approa
h is useless in this setting. Be
ause of these un
ertainties routingthat uses position information are not 
onsidered in this thesis.There is in fa
t a third 
lass of energy e�
ient routing proto
ols, thatdo not fall into either the power-
ontrol or the power-save 
lass. Theseproto
ols neither use sleep states nor transmission power 
ontrol, and assu
h it 
ould be said that they do not exa
tly save any power at all. Whatthese proto
ols try to do is in fa
t load balan
ing instead of power saving;they try to make sure that the load of routing tra�
 is balan
ed in a waysu
h as to maximise the overall lifetime of the network. An example of su
han algorithm is DEAR [8℄, that is des
ribed by Gil et al. These pure loadbalan
ing algorithms are not des
ribed any further in this thesis.
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ontrol approa
hPower-
ontrol proto
ols 
ut down on energy 
onsumption by 
ontrolling thetransmission power of the wireless interfa
es. Turning down the transmissionpower when 
ommuni
ating with nearby neighbours has a number of bene-�
ial e�e
ts: �rstly, it 
onsumes less energy at the sending host to transmitthe message; and se
ondly, sin
e the transmission range of the message islowered a smaller number of nodes have to overhear the message whi
h alsosaves energy. It thus seems obvious that 
ontrolling the transmission powerfor this kind of short range 
ommuni
ation is bene�
ial for the overall energy
onsumption of the network.Less obvious though is that, even disregarding the energy preservinge�e
ts of having less interferen
e, it may still be bene�
ial to use a shortertransmission range when doing multi-hop routing. This may lead to longerroutes in terms of hops but, be
ause of the non-linear relation between thetransmission range and the energy used by the wireless network interfa
e,it may still lead to a lower overall energy 
onsumption. An example of this
an be seen in Figure 3.1. In this �gure the 
ost of transmitting data for onese
ond over a wireless link is des
ribed by the 
ost fun
tion c. Here it 
anbe seen that using the intermediate node B when sending from A to C willsave 0.3J/s.
A

B

Cc(A,C) = 1.4 J/sFigure 3.1: A s
enario where it would be bene�
ial to use intermediate nodesinstead of using the dire
t link.Considering this observation some proto
ol proposals, su
h as for ex-ample PARO by Gomez et al. [9℄, work after the prin
iple that additionalforwarders (intermediate nodes) should be added in a route between a sour
edestination pair, if this lowers the 
ost of the path. This approa
h lowersthe overall energy 
ost of the route as well as the amount of interferen
e inthe network.The power 
ontrol approa
h may be interesting to investigate when de-veloping energy e�
ient routing proto
ols, but, as mentioned earlier, it willnot be dis
ussed further in this thesis.
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hProto
ols that use the power-save approa
h 
ut down on energy 
onsumptionby utilising the sleep states of the network interfa
es. While a node is sleepingit 
an not parti
ipate in the network, whi
h means, that proto
ols utilisingsleep states need to either 1) use retransmissions of messages to make surethat a message is re
eived, or 2) make sure that all of the nodes do not sleepat the same time, and thus delegate the work of routing data to the nodesthat are awake.While in this sleep state the node 
an not send or re
eive data and anymessages that would normally be sent to or through this node will 
onse-quently be lost. This is of 
ourse not a

eptable sin
e lost messages leads toretransmissions whi
h leads to a higher energy 
onsumption. Therefore thepower-save proto
ols de�ne ways in whi
h the nodes 
an take turns sleepingand being awake so that none, or at least a very small per
entage, of themessages sent in the network are lost due to nodes being in the sleep state.Power-save proto
ols are spe
i�
ations of how it is possible to maximisethe amount of time that nodes are sleeping while still retaining the same
onne
tivity and loss rates 
omparable to a network where no nodes aresleeping.One approa
h towards utilising sleep states e�
iently is the IEEE 802.11ad ho
 power saving mode that is a part of the IEEE standard. This low-level power saving mode does power saving on the link layer and is as su
hindependent of whi
h routing proto
ol is used on the network layer. TheIEEE 802.11 ad ho
 power saving mode is des
ribed in Se
tion 3.3.1.An example of a power-save approa
h that works on a higher level isBECA/AFECA that is des
ribed by Xu et al. [20℄. This approa
h, whi
h isbased on retransmissions, is des
ribed in Se
tion 3.3.2.Another power-save approa
h that operates on a higher level is Spandes
ribed by Chen et al. [3℄. Span works by keeping some nodes awake atall times, and the routing responsibility is thus delegated to this routingba
kbone. This approa
h is des
ribed in Se
tion 3.3.3.3.3.1 IEEE 802.11 ad ho
 power saving modeThe following des
ription is based in part on the arti
le by Feeney [7℄ and inpart on the arti
le by Röhl et al. [17℄.The IEEE 802.11 ad ho
 power saving mode (AHPSM) works by de�ninga syn
hronised bea
on interval within whi
h ea
h node 
an take a numberof a
tions. The bea
on interval is maintained in a distributed fashion byall the nodes in the network by the transmission of bea
ons. In the end ofea
h bea
on interval the nodes 
ompete for transmission of the next bea
on,using a random ba
k-o� algorithm to avoid 
ollisions. The node that �rsttransmits the bea
on wins, and all others have to adjust their timers to this
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on.On
e the bea
on interval has been established the power saving is donein the following way. In the beginning of ea
h bea
on interval all nodes mustbe awake. In this part of the interval all senders announ
e to their re
eiversof uni
ast data that they have some data for them by sending them an adho
 tra�
 indi
ation map (ATIM ). These ATIMs are a
knowledged by there
eiver, and after this both nodes must remain awake to be able to sendand re
eive the data respe
tively. This �rst part of the bea
on interval is
alled the ATIM window and here only ATIMs are allowed, i.e. no data maybe sent. Broad
ast tra�
 is also announ
ed within the ATIM window butthese ATIMs do not need to be a
knowledged by the re
eivers.Nodes that do not have any data to send, and did not re
eive any ATIMswithin the ATIM window, 
an then safely sleep until just before the end ofthe bea
on interval. The senders and re
eivers on the other hand stay awakeand use the remainder of the bea
on interval to transmit data.It is evident, that the performan
e of the IEEE 802.11 power save modeis very dependent on the relative sizes of the bea
on interval and the ATIMwindow. If the ATIM window is too short there is not enough time toannoun
e enough tra�
 to utilise the entire bea
on interval. If, on the otherhand, the ATIM window is too long not only will the nodes have to stayawake for a longer time, it will also mean that more tra�
 
an be announ
edthan it is possible to send within the bea
on interval. Furthermore, if thebea
on interval is too short the 
ost of bea
oning and the overhead of enteringand leaving the sleep mode be
omes too high. To 
ompli
ate matters evenmore the �
orre
t� size of bea
on interval and ATIM window is relative tothe tra�
 load in the network, so an adaptive bea
on interval and ATIMwindow size may be needed to make the AHPSM e�e
tive.Apart from the problem of sele
ting good sizes for the bea
on intervaland ATIM window the AHPSM also su�ers from other problems. The mainproblem is that the delivery laten
y 
an be very high when multiple hopsare used. This is be
ause, for ea
h hop that the message traverses, an entirebea
on interval must pass before the message 
an be passed on to the nexthop in the route.As mentioned the AHPSM works on the link layer and is therefore in-dependent of the overlying network layer routing proto
ol. This is of 
oursenot the whole truth. The overlying proto
ol must be able to e�
iently makeuse of the AHPSM and to do that the two layers must be tightly 
oupled.If, for example, the overlying proto
ol uses periodi
ally broad
asted HELLOmessages it be
omes important to syn
hronise the transmission of these mes-sages so that all nodes ex
hange HELLO messages at the same time. If this isnot done it is easy to imagine a s
enario, where ea
h node sends its periodi
HELLO message in a di�erent bea
on interval. And with the HELLO messagesbeing broad
asted this means that no nodes will be able to enter into thesleep state, sin
e there will almost always be some broad
ast tra�
 in the
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h higher level routing approa
h that works in 
lose 
ooperationwith the IEEE 802.11 ad ho
 power saving mode is Span that is des
ribedin the Se
tion 3.3.3. Span even remedies some of its short
omings su
h asthe high delivery laten
y.3.3.2 BECA/AFECAIn the arti
le by Xu et al. [20℄ two power-save approa
hes are des
ribed;the simple Basi
 Energy-Conserving Algorithm (BECA) and the extendedversion of BECA 
alled Adaptive Fidelity Energy-Conserving Algorithm(AFECA). The di�eren
e between BECA and AFECA is that AFECA takesnode density into 
onsideration when determining the period of time that anode may sleep.Both approa
hes are only power saving algorithms and not routing pro-to
ols. This means that they need to work together with some existingMANET routing proto
ol. It makes sense to 
hoose an on-demand rout-ing proto
ol for this purpose sin
e the 
ontrol messages sent in a pro-a
tiveproto
ol would keep the nodes awake even in low tra�
 s
enarios. For thesimulations done in the arti
le BECA and AFECA is build on top of AODV.In the following both algorithms are des
ribed naturally starting withBECA before going on to AFECA.Basi
 energy-
onserving algorithm (BECA)As mentioned, BECA is based on retransmissions to avoid loosing data. Thismeans that the algorithm 
onsists of some timing information that de�nesthe periods that nodes spend in the di�erent states de�ned by the algorithm,and a spe
i�
ation of how many retransmissions are needed to ensure that atleast one pa
ket rea
hes its destination. BECA operates with three di�erentstates; sleeping, where the node has its network interfa
e in the sleep state,listening, where the network interfa
e is a
tive and the node is listening forin
oming tra�
, and a
tive, where the node is a
tively parti
ipating in therouting of messages. The states and the transitions between them 
an beseen in Figure 3.2.In the state diagram in Figure 3.2 some time intervals are used. These aredes
ribed in detail here along with some other important BECA parameters:
Tl The time that a node spends in the listening state.
Ts The time that a node spends sleeping.
Ta The period of time that a node remains a
tive when no messages arebeing pro
essed, i.e. when the node is in fa
t not a
tive anymore.
To The interval that messages are retransmitted in.
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Figure 3.2: BECA state diagram.
R The number of retransmissions that are needed to maintain stability.To make sure that no messages are lost due to nodes being asleep, somerelations between the individual time intervals must be de�ned. These arede�ned in Equation (3.1).

Tl = To

Ts = kTo, for some 
onstant k

R ≥ k + 1

Ta ≥ To (3.1)Using these rules for the time intervals Tl, Ts, Ta, and To together withthe R retransmissions ensures that no messages are lost in the network due tosleeping nodes. As 
an be seen, the sleeping and listening intervals are bothde�ned from To, whi
h is the key to why a message is eventually re
eived bythe destination. If a message is sent from a host A to a host B while B issleeping the message will be retransmitted R ≥ k + 1 times with interval Tountil the message has been re
eived. Sin
e the sleep interval Ts is de�nedas kTo at least one of these transmissions will be re
eived, even in the 
asewhere B enters the sleep state just before A starts transmitting the message.This is illustrated in Figure 3.3.So what is gained energy-wise by using BECA? And at what 
ost? Of
ourse the sleeping and retransmissions in
urs a higher laten
y, in the worst
ase of kTo and on average kTo

2
. This laten
y is added for ea
h hop in a routeand for multi hop routing this adds a delay on average of n×kTo

2
, where n isthe length of the route. To keep this laten
y low one needs to sele
t a smallvalue for k.This 
ountera
ts the wish for low energy usage. When 
onsidering energye�
ien
y a higher value of k is attra
tive be
ause this means that the sleep
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Figure 3.3: Example of retransmissions in BECA.to listening ratio is high, and 
onsequently the energy savings are big. Themaximum possible power saving, whi
h is only rea
hed in a network with notra�
, is k
k+1

.Choosing the right value for k is a weighting of what is most importantin the 
urrent usage s
enario. In the simulations done by Xu et al. they�nd that a value of k = 1, whi
h theoreti
ally leads to a 50% saving on en-ergy, gives a good balan
e between energy savings and transmission laten
y.Larger values of k does not 
onsiderably improve energy e�
ien
y and it istherefore not worth it, when the larger delays are taken into 
onsideration.A ni
e feature of BECA, whi
h also applies to AFECA, is that in hightra�
 s
enarios, where all nodes are on at all times, nodes are simply keptin the a
tive state. In this way the power saving me
hanism is disabled andthe performan
e of the proto
ol is thus as good as the underlying proto
ol.Adaptive �delity energy-
onserving algorithm (AFECA)AFECA uses the same power-save model as BECA with a single modi�
ation.Instead of having nodes sleep for Ts se
onds when they enter the sleepingstate a new, variable sleep interval Tsa is introdu
ed.
Tsa is varied a

ording to the number of neighbours surrounding a node.Ea
h node tries to estimate its 
urrent number of neighbours by re
ordingthe id of ea
h node that it overhears while in the listening state. Nodes in thisneighbour list are removed if they have not been heard from with a 
ertaintime interval Te. The only information that is used from this approximativeneighbour list is its length N . Using this information the sleep interval issele
ted by Equation (3.2).

Tsa = Random(1,N)× Ts (3.2)Equation (3.2) results in a sleep time of N×Ts

2
on average for nodes, whi
h
learly favours nodes in a dense population in a way su
h that these nodesmay save a lot of power. It must be noted that the neighbour 
ount N is
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ases the node will have more than Nneighbours sin
e it only 
ounts the ones that it have overheard.There is a problem with this approa
h, and that is the fa
t that the longersleep periods potentially leads to a greater pa
ket loss. In BECA the sleepperiod Ts is adjusted so that at least one or the R retransmissions will rea
hthe sleeping node. But when the sleep period be
omes longer, and there isno a

ompanying modi�
ation of R, this guarantee 
an no longer be given.One possible approa
h to alleviate this problem would be to make R variableas well. A 
onservative approa
h would the be to 
hose R = (N × k) + 1whenever a message was sent.A

ording to Xu et al. AFECA is able to double the overall lifetime ofthe network as the network density rises.3.3.3 SpanSpan, as it is des
ribed by Chen et al. [3℄, is a power-save approa
h basedon the notion of 
onne
ted dominating sets (CDSs). A CDS is a 
onne
tedsubgraph S of a graph G su
h that every vertex u in G is either in S oradja
ent to some vertex v in S. In layman terms the CDS is a set of nodesfrom whi
h all other nodes in the network 
an be rea
hed.A CDS is ideal for routing purposes sin
e the de�nition of a CDS meansthat all nodes of the network 
an be rea
hed from it. It is therefore possibleto use the nodes in the CDS as the only routers in the network. In Span thenodes that are a part of the CDS are 
alled 
oordinators. These 
oordinatorsde�ne a routing ba
kbone that is used for routing all tra�
 in the network.Non-
oordinator nodes are thus not used for routing purposes and they maytherefore spend some of their time sleeping.Using the 
oordinators for routing of 
ourse saves energy at the non-
oordinator nodes that may sleep while the 
oordinators does all the heavylifting. But, if the 
oordinator role is not distributed amongst the parti
ipat-ing nodes in the network the 
oordinators will qui
kly deplete their energyresour
es, whi
h will lead to a very small overall network lifetime. To 
ounterthis Span de�nes a 
oordinator sele
tion s
heme that tries to distribute the
oordinator responsibility evenly amongst the nodes. The 
oordinator se-le
tion s
heme takes su
h fa
tors as the remaining battery 
apa
ity of thenode and the utility of the node into 
onsideration. The utility of a node isa measurement of how mu
h more 
onne
ted the network would be if thatnode was 
hosen as a 
oordinator, and it is measured in how many morepairs of neighbour nodes that would be 
onne
ted if the node was 
hosen asa 
oordinator. The 
oordinator sele
tion s
heme is des
ribed in detail in thenext se
tion.
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tionThe 
oordinator sele
tion me
hanism is perhaps the most important part ofSpan. This me
hanism is what ensures that the burden of being a 
oordi-nator, and therefore a router of messages, is divided amongst the nodes in away su
h as to maximise the network lifetime. The 
oordinator sele
tion al-gorithm is invoked periodi
ally at every non-
oordinator node, and similarlythe 
oordinator nodes periodi
ally run a 
oordinator withdrawal algorithm.When the 
oordinator sele
tion algorithm is run the node needs infor-mation about its one and two-hop neighbours, and for ea
h neighbour alsowhether that neighbour is a 
oordinator. This information is maintainedpro-a
tively by using a standard HELLO message approa
h, as the one de-s
ribed in Se
tion 2.3.1, where ea
h HELLO message 
ontains informationabout neighbours and 
oordinators of the sending node.As mentioned both the utility of the node and the remaining energy istaken into 
onsideration when �nding new 
oordinators. The way that itis implemented is by using a randomised ba
k-o� delay that the node usesbefore announ
ing itself as a new 
oordinator. The utility and remainingenergy are fa
tors in this delay. The entire delay 
omputation is shown inEquation (3.3).
delay =

(

(

1−
Er

Em

)

+

(

1−
Ci
(

Ni

2

)

)

+ R

)

×Ni × T (3.3)The ba
k-o� delay 
al
ulation in Equation (3.3) randomly 
hooses a delayover an interval proportional to Ni×T , where Ni is the number of neighboursfor node i and T is the round trip delay for a small pa
ket. The randompart of the expression is build of three important pie
es. The energy aspe
tis re�e
ted in the subexpression (1− Er

Em

), where Er is the remaining 
a-pa
ity and Em is the maximum amount of energy that the node 
an have.This subexpression makes sure that there is a linear relation between energy
apa
ity and willingness to be
ome a 
oordinator.The utility of the node, i.e. the 
urrent value of having the node asa 
oordinator, is re�e
ted in the subexpression (1− Ci

(Ni
2 )

), where Ni isthe number of neighbours for node i, and Ci is the number of additionalpairs of nodes that will be 
onne
ted if i is sele
ted as a 
oordinator. Thissubexpression makes sure that nodes that o�er a good 
onne
tivity of therouting ba
kbone are preferred, whi
h in turn means that fewer 
oordinatornodes are required.Finally, the third pie
e of the subexpression is the random part R. Here
R is a randomly sele
ted number from the interval (0, 1[. This random part isimportant to make sure that the 
oordinator announ
ements are distributedevenly so that all nodes will not announ
e their willingness at the same time,
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h would result in a large number of pa
ket 
ollisions.To make sure that nodes do not remain 
oordinators inde�nitely a 
oor-dinator withdrawal algorithm is run periodi
ally by the 
oordinator nodes.This withdrawal algorithm 
he
ks a number of things. Firstly, a 
oordina-tor should withdraw if all of its neighbours 
an 
onne
t to ea
h other eitherdire
tly or through one or two other 
oordinators. Se
ondly, when a nodehas been a 
oordinator for a 
ertain period of time it 
he
ks if every pairof neighbour nodes 
an rea
h ea
h other via one or two other neighbours,even if those neighbours are not 
oordinators at the time. If this is the 
asethe node marks itself as a tentative 
oordinator. A tentative 
oordinatorstill does 
oordinator work but the 
oordinator sele
tion algorithm does notregard tentative 
oordinators as 
oordinators. Therefore new 
oordinatorswill be sele
ted in an area that has tentative 
oordinators and these 
an thenwithdraw as 
oordinators.A

ording to the simulations done by Chen et al., this 
oordinator sele
-tion me
hanism does a very good job of distributing the job being 
oordinatoramongst the nodes.Cooperation with other proto
olsSpan in itself is not a routing proto
ol; it only de�nes a way to fairly sele
tthe 
oordinators for the routing ba
kbone in a distributed fashion usingonly lo
al knowledge. To make Span work it must 
ooperate with a routingproto
ol su
h as for example AODV, DSR or DSDV. In the arti
le by Chenet al. a geographi
 forwarding proto
ol is used for the simulations. Su
h aproto
ol uses the physi
al lo
ation of the nodes in its routing 
onsiderations,and it therefore depends on some sort of lo
ation devi
e su
h as a GPS unit.Geographi
 routing is done using a greedy strategy where a node alwaysforwards a given message to the one of its neighbours that will bring it
losest to its ultimate destination. Nodes pro-a
tively maintain a neighbourtable by sending out periodi
 HELLO messages. These HELLO messages 
anbe 
ombined with Spans advertisements of neighbours and 
oordinators thatare also sent out periodi
ally.When a route to a node, that is not within two hops of the sender, isneeded this route is re-a
tively sear
hed for using a broad
asted route requestpa
ket. As it was the 
ase in the other re-a
tive proto
ols, AODV and DSRthat were des
ribed in Se
tion 2.3.4 and 2.3.5 respe
tively, a route reply isreturned in response to the route request. This route reply 
ontains thephysi
al lo
ation of the destination node, whi
h is all that is needed to startthe greedy routing algorithm.When a proto
ol, su
h as the geographi
al routing approa
h des
ribedhere, is 
ombined with Span there are some spe
ial 
onsiderations that mustbe taken. First o�, nodes in a Span network need to periodi
ally send and re-
eive HELLO messages to build the table of two-hop neighbours that is needed
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oordinator sele
tion algorithm. This �ts ni
ely together withsome of the routing proto
ols that we have studied thus far, like for exampleOLSR, AODV and geographi
 forwarding, sin
e these use a neighbourhooddis
overy me
hanism that involves periodi
 HELLO messages.Se
ondly, for Span to work it is important that only 
oordinator nodesare in
luded in the route 
al
ulations of the routing proto
ol. Rememberthat the 
oordinator nodes form the routing ba
kbone that must forward alltra�
 in the network, and therefore all routes 
omputed by the routing pro-to
ol must use only these nodes. This 
ould pose quite a 
hallenge for manyrouting proto
ols, sin
e the 
oordinator role is swit
hed between nodes reg-ularly. This means that the proto
ol must be tuned towards a very dynami
neighbourhood where neighbours regularly disappear just to reappear a littlelater. This rapid swit
hing of neighbours is no problem in the geographi
routing approa
h used in the arti
le sin
e no routes are ever re
orded in thisrouting s
heme. It may, on the other hand, be a problem in other proto
ols.For example, in ad ho
 on demand distan
e ve
tor (AODV) routes are storedby having intermediate nodes re
ord the next-hop node in route. When thenext-hop repeatedly disappears this be
omes a problem and an large amountof route repair operations will be needed. The same problem would o

urin a sour
e routing proto
ol su
h as DSR, sin
e the nodes used in the route
al
ulation would repeatedly 
hange with route breakage as result.How proto
ols su
h as AODV and dynami
 sour
e routing (DSR) wouldperform when working in 
o-operation with Span is hard to predi
t. Asimulation study will be needed here. It would be possible though, to makesome 
hanges to proto
ols su
h as AODV and DSR that would make the
o-operation with Span work better. One su
h 
hange 
ould be to let theproto
ols store multiple routes to a destination, even when the intermediatenodes used in the ina
tive routes do not exist at the 
urrent time. Then,when a node disappears, some of the alternative routes 
ould be tried beforea new route request was initiated.Span and the IEEE 802.11 AHPSMSpan, as it is des
ribed in the arti
le by Chen et al., depends on the IEEE802.11 ad ho
 power saving mode for the a
tual power saving operationssu
h as putting the non-
oordinator nodes to sleep and bu�ering pa
kets forsleeping nodes.Span works together with the AHPSM in a number of ways. Only non-
oordinators have the possibility of entering into the sleep state, if they haveno pending tra�
. Sin
e 
oordinator nodes do not operate in power savingmode pa
kets routed between 
oordinators do not need to be announ
edwithin the ATIM window. This means that pa
kets that traverse the routingba
kbone do not su�er from the delays that 
an o

ur in multi hop routingwhen AHPSM is used.
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hanges to the AHPSM to optimise it for usagein a network using Span. Firstly, be
ause both Span and the overlyinggeographi
 forwarding algorithm, that Chen et al. base the simulations on,uses broad
ast tra�
 for lo
al 
onne
tivity management, an optimisationof the handling of broad
ast tra�
 has been implemented. In the originalAHPSM only a single broad
ast noti�
ation was needed sin
e nodes wouldstay awake for the entire bea
on interval anyway. In the simulations everybroad
ast message must be advertised so that a node may go ba
k to sleepwhen it has re
eived all its pending messages. Another optimisation is theintrodu
tion of a new advertised tra�
 window (ATM). The ATM is pla
eddire
tly after the ATIM window and within this window of time all advertisedtra�
 must be transmitted. The rest of the bea
on period is then used formessages sent between 
oordinators, i.e. routing tra�
.3.4 Span on BECA/AFECAAs mentioned in Se
tion 3.3.3 Span in itself is just a distributed algorithmfor 
al
ulating a CDS of 
oordinator nodes. To save energy Span needs towork together with another power saving algorithm that a
tually puts thenodes to sleep. In the arti
le by Chen et al. [3℄ Span works together with theAHPSM to a
hieve power saving. But the arti
le mentions that this lowerlayer 
an easily be ex
hanged with other power saving approa
hes.In this se
tion it will thus be dis
ussed how Span 
an be pla
ed on topof AODV and BECA/AFECA. In the following, when BECA is mentionedthis applies to both BECA and AFECA.It is in fa
t quite trivial to pla
e Span on top of AODV. Span uses someperiodi
 ex
hange of neighbourhood information between neighbouring nodesto build the CDS of 
oordinator nodes. This neighbourhood information 
aneasily be piggy-ba
ked on the HELLO messages that are already sent in theAODV proto
ol. The AODV HELLO messages are thus extended to in
ludeinformation about the 
oordinators and neighbours of the sending node.This small extension is enough to build Span's 
oordinator ba
kbone.The next thing to do is to make sure that only 
oordinators are used forrouting purposes. This is done by simply letting 
oordinators be the onlyones that are allowed to forward route requests (RREQs). In AODV routereplys (RREPs) follow the reverse path of the re
eived RREQ and followingthis reverse path 
reates the forward path towards the destination. Thismeans that if only 
oordinators forward RREQ pa
kets only 
oordinatorswill be used in the resulting route.The two extension des
ribed thus far are enough to make Span fun
tionon top of AODV. There are some further optimisations that 
an be madethough. For one it is possible to avoid some of the retransmissions that arenormally used in BECA. All pa
kets are normally retransmitted R times,
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ribed in Se
tion 3.3.2, but sin
e the 
oordinator nodes are alwaysawake there is no need to retransmit the pa
kets that �ow between thesenodes. This saves a lot of retransmissions sin
e 
oordinator nodes are theonly routers of tra�
.Another �optimisation� is that the ratio between Tl and Ts 
an be largerwhen Span is used. This is related to the low usage of retransmissions thatwere just mentioned; if the only pla
es where retransmissions are done isin the beginning and end of a route, it does not mean that mu
h if moreretransmissions are used. Furthermore, a larger ratio usually means mu
hlarger laten
ies in pa
ket delivery. This is not the 
ase when Span is usedsin
e the 
oordinator ba
kbone is always on. A larger ratio between Tl and
Ts will in the end mean lower energy 
onsumption.


